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Abstract—The internet has made everything convenient.
Through the world wide web it has almost single-handily trans-
formed the way we live our lives. In doing so, we have become
so fuelled by cravings for fast and cheap web connections that
we find it difficult to take in the bigger picture. It is widely
documented that we need a safer and more trusting internet,
but few know or agree on what this actually means. This paper
introduces a new body of research that explores whether there
needs to be a fundamental shift in how we design and deliver
these online spaces. In detail, the authors suggest the need for
an internet security aesthetic that opens up the internet (from
end to end) to fully support the people that are using it. Going
forward, this research highlights that social trust needs to be a
key concern in defining the future value of the internet.

Index Terms—trust, transparency, user centred design (UCD),
application layer, internet security aesthetics.

I. INTRODUCTION

Nowadays, a significant part of our lives take place in online
environments. The internet has made everything so convenient,
that it has almost unconsciously transformed the way we live
our lives. In the 1960s, Marshal McLuhan referred to media
as an extension of ourselves [1]; in 2022, we certainly rely on
the internet for an extension of our capabilities. And it is this
reliance that has warped our sense of trust with the internet.
The internet uses convenience and offers a false security to
earn and then later violate our trust. Despite data breaches,
uncertainties about how our data is being used, misinforma-
tion, cybercrime and surveillance, we still continue to care
little about our safety and privacy when using the internet. It
is widely documented that we need a safer and more trusting
internet, but few know or agree on what this actually means.
This paper introduces a new body of research that focuses on
how we need to design the internet to afford trust. The authors
feel that, as users, we need to be able to see, understand and
focus on the internet in its entirety. We need more transparency
and, with that, more trust. This research-in-progress explores
how we might rethink the design of the internet to fully support
the people that are using it. In particular, it is interested in how
we create a trustworthy internet from the network layer to the
application layer (i.e. how we tell an end user that they have
a trustworthy connection and trustworthy data). The following
sections discuss the current internet and trust landscape. They
then explore the concept of internet security aesthetics as a
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way to open up the OSI layers and, in doing so, give a more
“felt” experience of internet security.

II. THE INTERNET AND TRUSTWORTHINESS

Trust is the basis of many human interactions. In particular,
social trust has been defined as “perceived honesty, objectivity,
consistency, competence and fairness, all of which foster
relationships between individuals that must be maintained by
the sustained fulfillment of these standards” [2, p.1]. The
internet (described as a conglomerate of networks connected
through the Internet Protocol with the Web as an information
layer on top [3]) needs to maintain this social trust. Indeed, for
a network to be qualified as trustworthy, “it needs quality of
service that protects user data, ensuring privacy and providing
usable and trusted tools to support users in their security
management” [4, p.1]. The Open Systems Interconnection
(OSI) model — which describes how data is transferred from
one device to another — was not designed with security in
mind [5]. However, as we spend more and more time online,
internet security, and particularly our trust of internet security,
can no longer take second place to speed and efficiency.
Moreover, “trust needs to span all protocol layers from the
IP layer to applications and content” [6, p.1]. Indeed, there
needs to be a “trust infrastructure construction technology that
enables nodes with mutual trust to autonomously construct
trust domains and expand them through domain interworking
to block security risks” [7, p.1].

However, as Ali et al. [8, p.402] highlight, “there is no
effective way to avoid malicious node attacks”. To address this,
Cisco have introduced the concept of zero-trust networking,
which is based on a security model that establishes trust
through continuous authentication and monitoring of each
network access attempt (in short, the zero-trust philosophy is
to never trust, always verify) [9]. Some of the “core principles
of zero trust include verification and continuous monitoring
of all communication, as well as encryption of all data in
transit and data at rest” [10, p.1]. In addition, NIST [11]
is currently working with industry and academia to improve
the trustworthiness and applicability of artificial intelligence
and machine learning technologies for future networks and
distributed systems. To successfully design for trust across the
OSI layers, the authors of this paper feel that it is important to



understand the value of trust across the internet. Particularly,
the where and how humans and machines need to collaborate
to ensure that they can trust one another.

In their paper, Tian et al. [12] note that the future Trustwor-
thy Network needs to include both network behaviour trust and
user behaviour trust. When we look at the application layer
(the human-computer interaction layer closest to the user), the
authors of this paper feel that, in order to be able to find
trust, it is important to have a more transparent picture of
what happens underneath. In his research, Bauer [13, p.1]
promotes an extension to the seven-layer OSI Reference Model
to “link applications to human needs as a function of network
capabilities”. He introduces three HCI layers that can be
summarized as: 1) what a user wants to do (i.e., the need),
2) how that need is acted upon by the human, and, 3) the
artifacts that the user employs (hardware, software, etc.) [13].
Furthermore, Hesselman et al. [14] believe that improving the
internet’s transparency, accountability, and controllability is
key for users to trust the network.

III. RESEARCH IN-PROGRESS

This research is interested in the development of internet
security aesthetics for the application layer (a standard set of
warnings and cautions) that will give the end user a deeper
and more meaningful insight into the holistic OSI security
narrative. In her paper, Strava [15] discusses how security is
lived, felt, and perceived through the violences of everyday
life. She proposes the “modality of security aesthetics as
a way to understand how sensory and affective experiences
help regulate bodies, spaces, and states in the service of
futureproofing society against anticipated risks and perils” [15,
p-11.

This research builds on previous research [16], [17], [18],
[19]. It aims to devise a set of internet security aesthetics
that will make the internet experience more transparent to the
end user (see fig. 1). Interesting discussions on how graph

Fig. 1. Example of online warnings for unsafe/ untrustworthy material [18]
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theory [20] could be enabled to build trust at the network
layer has triggered thoughts on how this could be of value
and made transparent at the application layer. In our physical
world, how do we gauge the trustworthiness of another person?
Often, we find it easier to trust someone if they are a friend
of a friend. A similar system can be applied to the network
layer. By keeping track of what is on a network, and especially
the trust relationships between these entities, we can determine
what other networks our node is connected to and subsequently

the trust value of these connections — high or medium or low.
The challenge, from an internet security experience perspective
is how we present this to the end user to ensure that they
have the means to recognise that a connection or even the
data (presented in the application layer) is not a true ‘friend’.
This research attempts to link the engineering (end to end)
of the internet with human needs and, in doing so, aims to
advance the research and discussion in the area of the internet,
transparency and social trust.
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